Using MplusAutomation-to
facilitate'Monte_ Carlo studies

Michael Hallquist
University of Pittsburgh



Introduction

. Considerable debate has centered on
whether psychopathology is best
represented by continuous dimensions or
categorical subtypes (First, 2005; Kramer,
Noda, & O" Hara, 200

- Prior statistical research has focused on
the ability of model selection criteria (e.qg.,
the Bayesian Information Criterion) to
adjudicate the latent structure of
psychometric indicators.



Scientific,question

- If mental disorders in the population wer:
sorted by severity (e.g., low, medium,
high), would we be able to resolve
categorical versus dimensional structure

when some observations are noisy?

- Parameterization: latent profile model
(LPM) with diagonal covariance matrices

ZP (Y, Xi).

Y ~ N(:ukv Zk)



Simulation_Conditions

- Num
- Num
- Sam

ner of latent classes: 3 (equal prob.)
per of Indicators: 5

nle size: 45, 90, 180, 360, 720, 1440

. Mean separation: .25, .5,1.0,1.5, 2.0, 3.C
. Proportion of noisy observations added:

BO%,

2.5%, 5%, 10%, 15%, 20%, 25%, 30%

- Number of replications: 200/condition



Simulationmethods

. Within-class multivariate normal data
generated using th®lixSinpackage iR

- Noise observations added by randomly
sampling observations that were outside
the 99% ellipsoids of concentration for a
clusters Maitra& Ramley2009).

. Noise observations were uniformly
distributed with bounds

-1.5*IQR < x < 1.5*IQR



SimulatiorPipeline




Example-of clean datent structure

n= 720, LC separation = 2.0 SD, 0% Noise
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Example-ofinoisy: latent structuire

n= 720, LC separation = 2.0 SD, 10% Noise
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R scripts:supportingpipelne

- sim_globals.R
BSpecify simulation conditions

. GenData_MixSim.R

BGenerate LPM replications for each condition,
Including the addition of noise. Save replications
In an RDatafile.

.- Bulld_MCRepsList.R

BGenerate lists specifying the analyses to be run
for all CFA and LPM models. Save model lists tc
RDatafiles.

- RunLPM_MCReps.R

BRun all LPM models using external Monte Carla
In Mplus, as well as analyses of each replication

Altogether, about 350 lines of R code



RunltPMI"MCReps.R

1. Write all replications (1000) anbist.datto
temporary directory.

2. Generate Mplus external Monte Carlo syntax
for each condition.

3. UsereadModeldo read in Monte Carlo results,
rename and move files to output directory.

4. For each replication,
1. generate Mplus syntax for single dataset.
2. run analysis
3. read in resultsfeadModel$
4. store results in arRlist (1000 length)

5. Cleanup temp directory for next condition.



